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Abstract
Memory connected via Compute Express Link (CXL) presents a new
opportunity for building efficient and scalable databases. A CXL Pod
is a small number of independent hosts connected via CXL to shared
memory (termed CXL memory). A small part of the CXL memory is
hardware-cache-coherent across hosts. This paper proposes Pasha,
a new database architecture for the CXL Pod, that aims to efficiently
leverage the fast synchronization enabled by the hardware-cache-
coherence of CXL memory and the low latency and high bandwidth
of local DRAM in each host. To achieve this goal, Pasha divides
and stores data into partitions, with each partition owned by a
single host, and a shared region that every host has access to. Then,
Pasha uses CXL memory to efficiently synchronize concurrent
accesses to the shared region across hosts and stores each partition
of data in local DRAM to leverage its low latency without cross-
host synchronization overhead. In addition, Pasha ensures that
each host completes its transactions by directly reading or writing
data in either its own partition or the shared region, circumventing
multi-host transactions and two-phase commit (2PC). Pasha obtains
the best of partition-based distributed databases and single-node
shared-memory databases; preliminary results show it outperforms
both architectures.

1 Introduction
Scaling a single-node OLTP database to multiple nodes with mini-
mal overhead is a holy-grail problem in the database community and
has been studied for decades [8, 17, 20, 24, 36, 42, 46, 48, 52, 53, 57].
Efficiency and scalability are critical not only for supporting high
transaction throughput and large volumes of data, but also for
providing the elasticity required to handle fluctuating transaction
workloads. These goals are increasingly crucial for today’s cloud
databases [3–5], which elastically provision resources for dynamic
workloads and charge customers only for consumed resources.

The traditional approach to scaling a single-node database is par-
titioning data across multiple hosts (as Figure 1(a) shows), and
letting each host process all read/write operations to its parti-
tion [17, 24, 36, 42]. This partition-based architecture works well
when the workload mainly includes single-host transactions, i.e.,
transactions whose read/write operations only access the data in a
single partition and can be completed by a single host. However, for
a transaction that needs to access multiple partitions (i.e.,multi-host
transactions), performance is degraded because read/write opera-
tions and transactions must be coordinated across multiple hosts,
which usually requires numerous cross-host message exchanges
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and costly protocols such as two-phase commit (2PC). (We avoid
the term distributed transaction because it is not used consistently
in the literature to distinguish single-host from multi-host transac-
tions.) As a result, the database performance drops significantly as
the number of multi-host transactions increases, even after decades
of optimizations [33, 34, 40, 51, 55].
A New Opportunity: CXL Pod. We believe the emergence of
Compute Express Link (CXL) provides a new opportunity for ef-
ficiently scaling databases without introducing multi-host trans-
actions. One use for CXL is to allow a small number of hosts (e.g.,
sixteen hosts [31]) to be physically connected via the PCIe bus to a
shared memory module, called CXL memory. CXL is a serial proto-
col to allow CPUs to directly access memory and it provides a much
lower latency compared to RDMA-based shared memory (see §2).
The CPU issues regular, cacheable loads and stores to CXL mem-
ory, unlike RDMA-based access, which requires specialized verbs
and a support library. Additionally, the new features of CXL 3.0
and 3.1 [1, 7] allow CXL memory to support cross-host hardware
cache coherence through back-invalidations based on a snoop filter,
which is not supported by RDMA networks. Such a collection of
machines that share CXL memory is called a CXL pod [47, 56].

Providing hardware cache coherence for the entire CXL mem-
ory address space will be too expensive to be practical, as shown
by AMD and others [14, 23]. Based on the conversation with our
industrial partners and CXL vendors, such as Microsoft, Samsung,
and Micron, the hardware cache-coherent region will be hundreds of
MBs while the capacity of CXL memory will be terabytes.

Despite including a small number of hosts, a CXL pod offers
abundant computing resources for processing OLTP workloads. For
instance, Intel’s recently announced Sierra Forrest processor will
feature 288 cores [9]. By building a CXL pod with 16 hosts, each
equipped with a single Sierra Forrest processor and local DRAM,
and physically connected to a CXL memory module, the pod has a
total of 4,608 cores that share CXL memory.
Key Insights of Designing Databases for CXL Pods. The CXL
pod makes feasible a new class of databases that get the best of
both partition-based distributed databases and single-host shared-
memory databases. There are two key insights. First, shared CXL
memory, even if only a small part of it has hardware cache coher-
ence, can significantly increase transaction throughput by turning
multi-host transactions into single-host transactions. The shared re-
gion can efficiently synchronize the accesses across multiple hosts
using shared data structures and atomic operations similar to a
shared-memory database, which is more efficient than sending
messages over the network to coordinate transactions (e.g., 2PC).
Second, each host in the CXL pod has local DRAM and synchroniza-
tion across processes/threads within a single host is more efficient
than synchronization across multiple hosts. Therefore, it is desir-
able to leverage data partitioning from partition-based databases
to reduce the synchronization overhead across hosts.
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Figure 1: An illustration of comparing two existing architectures and Pasha (this paper) for scaling a single-node OLTP database

One challenge for our design is properly modeling the cost for
atomics (e.g., test-and-set) that support inter-host cache coherence
as we do not yet have hardware prototypes for inter-host cache
coherence.
ANewDatabase Architecture. In this paper, we propose Pasha, a
novel database architecture that takes advantage of both Partitioned
and shared database architectures for scaling a single-node shared-
memory database on a CXL pod without introducing multi-host
transactions. Figure 1(c) shows an example configuration of Pasha.
In this architecture, data is divided and stored into partitions (e.g.,
Partition 1 and 2 in Figure 1(c)) and a shared region, which include
disjoint sets of data. Each partition stores data assigned to a specific
host and this host handles all read/write operations to its partition
while the shared region stores data that every host has access to.
Each host stores their partition in local DRAM and the shared region
is stored in CXL memory.

To eliminate multi-host transactions, Pasha ensures all data
tuples required by a transaction are either in a host’s local partition
or the shared region by dynamically moving data across the shared
region and partitions (§3). This way, the database can complete
all read/write operations of a transaction using a single host and
leverage a single-node concurrency control protocol to coordinate
transaction executions across hosts. For example, in Figure 1(c),
Pasha ensures Host 1 only needs to access Partition 1 and the
shared region to complete a transaction. When using two-phase
locking (2PL) for concurrency control, before Host 1 writes a data
tuple in the shared region it will acquire a lock, which is also stored
in the shared region. The other hosts (e.g., Host 2 in Figure 1(c)) will
later observe this lock if they need to access the same data tuple.

Pasha wants the best of both worlds: the fast coordination of
shared memory and the reduced cross-host synchronization and
conflicts enabled by partitioned data. Allowing transactions to ac-
cess data either in a local partition or in the shared region enables
each host to execute and coordinate all transaction operations on
their own, which is the major benefit Pasha derives from a shared-
memory architecture. On the other hand, partitioning data along
with transactions significantly reduces the amount of data that
requires coordination across hosts [18, 40], a key benefit from a
partition-based architecture. By placing partitions in local DRAM,
a partition-based architecture improves end-to-end performance by

leveraging the lower latency and higher bandwidth of local DRAM
relative to CXL memory. Our preliminary results have shown that
Pasha has up to 5.9× and 1.4× higher throughput than a partition-
based shared-nothing architecture and a completely shared, shared-
memory architecture, respectively.
Research Challenges. Exploiting the performance benefits of
Pasha requires addressing two broad challenges: (1) how to best
utilize the hardware cache-coherent region of CXL memory, and
(2) how to leverage the low latency and high bandwidth of local
DRAM (compared to CXL memory). For the first challenge, we need
to leverage the (limited) hardware cache-coherent region for syn-
chronization primitives like latches and design an efficient software
cache-coherence protocol to support a shared region larger than
the hardware cache-coherent region. For the second challenge, we
want to maximize the size of data stored in partitions to efficiently
leverage the high performance of local DRAM. A partition of data
is owned by a host and can be stored in local DRAM without syn-
chronization across hosts. Effective partitioning in Pasha requires
a new data partitioning algorithm and a data movement protocol
between the shared region and partitions. Furthermore, we need to
adapt existing concurrency-control protocols (e.g., MVCC [27]) to
efficiently support the data movement protocol.

In addition, the abundant computing resources (e.g., possibly
over 4,000 cores as discussed earlier) in a CXL pod introduces new
challenges for database designs: addressing high concurrency and
tolerating partial failures (e.g., a database process or a host fails,
but the other processes continue to execute transactions). Finally,
CXL memory provides a new research opportunity for auto-scaling
and achieving efficient elasticity.
Related Work. There is a recent line of research that adopts fast
RDMA networks along with a shared and disaggregated memory
architecture to avoid multi-host transactions and 2PC in partition-
based shared-nothing databases [8, 20, 46, 48, 52, 53, 57]. In this
architecture, all hosts can read and write data in shared memory
through RDMA networks without requiring multi-host transac-
tions [46, 52, 53], as shown in Figure 1(b). These systems require
global synchronization for all data while Pasha requires global
synchronization only for shared data in CXL memory. In addition,
the latency for memory access through RDMA networks can be
one to two orders of magnitude higher than local DRAM and CXL
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memory, as shown in §2. While some papers consider caching data
in local DRAM to reduce the cost of fetching data from the shared
memory [8, 48], they require a potentially costly data coherence
protocol across multiple hosts due to the lack of hardware cache-
coherence support for RDMA. Pasha, instead, aims to leverage the
low latency of local DRAM and CXL memory and the efficiency of
the limited cross-host hardware cache coherence of CXL memory.

Two papers discuss the research challenges of leveraging CXL
memory to scale databases, but neither of them propose a concrete
database architecture for efficiently utilizing CXL memory [22, 30].
Contributions. This paper makes the following contributions: 1)
we propose Pasha, a novel database architecture that has the best
of partitioned and shared database architectures; 2) we describe
the designs of Pasha and present the research challenges (§3); 3)
we demonstrate the potential performance benefits of Pasha using
preliminary experiments (§4).

2 CXL Pod Preliminaries
In this section, we briefly describe the architecture of CXL pods
and show the performance characteristics of CXL memory relevant
to database design. A more comprehensive background discussion
can be found in prior papers [29–31].

2.1 CXL memory and a CXL pod
CXL is an open standard that facilitates low-latency and high-
bandwidth interconnections between CPUs, devices, and heteroge-
neous memory based on PCIe 5.0 and 6.0. It includes three protocols.
CXL.io is a PCIe-based block input/output protocol. CXL.cache al-
lows peripheral devices to access and cache host CPU memory
while CXL.mem allows host CPU to access peripheral memory with
load/store commands [6]. Shared CXL memory is based on CXL.io
and CXL.mem (i.e., a Type 3 device [6]).

CXL specifications define different capabilities of CXL proto-
cols [6]. CXL 1.1 allows a single node to access PCIe-connected
expanded memory in a cache-coherent manner. CXL 2.0 adds sup-
port for coarse-grained memory pooling where multiple nodes
access disjoint CXL regions. CXL 3.0 adds fine-grained sharing
and hardware-supported cache coherence across hosts using back-
invalidates.

A CXL pod, as shown in Figure 2, includes a limited number of
machines (e.g., 16) and a shared CXL memory module, connected
by a CXL switch. We focus on a small number of machines because
they already provide rich computing resources (e.g., up to 4,608
cores as shown in the introduction) and a prior paper shows that this
scale of configuration has small latency and bandwidth penalties
compared to a single host [31]. We assume that a limited region of
the CXL memory module (e.g., 256MB) is hardware cache-coherent
across different hosts using back-invalidates [7], while the rest
of the memory relies on software protocols to provide coherence
across hosts (§3).

2.2 Performance characteristics of CXL memory
Our evaluation (§4) uses a hardware prototype CXL module. The
evaluation machine includes two Intel Xeon 8460H CPUs, 1 TB
local DRAM, and a 128 GB CXL 1.1 memory device. Both local
DRAM and CXL memory use DDR5 4800 DRAM. The CXL memory
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Figure 2: An example configuration of a CXL pod

module has a single memory channel and is connected to the CPU
via a PCIe 5.0 x8 link. We measure the latency and single-channel
bandwidth of local DRAM and CXL memory using Intel’s Memory
Latency Checker [2] under a 3:1 read-write ratio.

We find that the latency of the tested CXL memory is around
2.3× higher than local DRAM and its bandwidth is 58% of the single-
channel bandwidth of local DRAM. Note that at the request of the
hardware manufacturer, we only provide normalized performance,
not absolute measurements. Nevertheless, our measurements are
similar to previous systems measurements [31, 41, 56] that show
local DRAM with higher performance than CXL memory, neces-
sitating the use of local DRAM in high-performance systems. In
addition, the latency of CXL memory is one to two orders of magni-
tude lower than RDMA-based disaggregated memory [21], showing
the significant benefits of exploiting CXL memory to design next-
generation databases.

3 Pasha Architecture and Challenges
In this section, we describe the Pasha architecture and the research
challenges for realizing Pasha.

3.1 Pasha architecture
The Pasha architecture aims to leverage the fast synchronization
of hardware-coherent CXL memory to eliminate multi-host trans-
actions, thereby significantly increasing transaction throughput. It
also exploits the low latency and high bandwidth of local DRAM to
further accelerate transaction processing.

To achieve its goals, Pasha divides and stores data into disjoint
partitions. Each host owns a partition and processes all accesses
to it, and there is a single, shared region that all hosts can access.
Pasha ensures that if a host reads/writes a data tuple that does
not exist in its own partition, then the data tuple is present in
the shared region. Pasha coordinates how tuples move between
host-owned partitions and the shared region (described below).
Because all tuples are either in a host’s owned partition or the
shared region, a host can process all operations pertaining to a
transaction, eliminating multi-host transactions. Partitions owned
by a single host are stored in local DRAM to leverage its low latency
and high bandwidth. The shared region is stored in CXL memory.
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A database based on Pasha initially partitions data across hosts
and stores each partition in each host’s local DRAM [18, 37, 40]. If
a host needs to access a data tuple in a partition owned by another
host, it asks the other host (e.g., by sending a message) to move
the data tuple along with metadata information (e.g., locks) to the
shared region, which is stored in CXLmemory. The host then adopts
a single-host concurrency control (CC) protocol to read/write this
data tuple because it can access it directly via a pointer to the shared
region. In addition, while a data tuple of a host’s partition is resident
in the shared region, the owning host uses the same CC protocol as
other hosts to access the tuple from the shared region. For example,
if 2PL is adopted, a host can acquire a lock on a data tuple in the
shared region. This lock, also stored in the shared region, will be
observed by other hosts, ensuring 2PL is followed for concurrent
transactions across hosts. Finally, data in the shared region will
be moved back to their original host’s owned partition in local
DRAM based on a system policy that considers access patterns to
the shared region.

The database ensures durability and atomicity via logging and
checkpoints. Parallel logging might be required to prevent logging
from being the performance bottleneck [45, 54]. One interesting
challenge for ensuring durability and atomicity is how to design
new parallel logging and recovery protocols for dealing with partial
failures: the failure of a single host or process does not impact the
functioning of other hosts/processes and CXL memory.

3.2 Research challenges
We now discuss the challenges for realizing Pasha in the CXL pod.
(1) Accessing Data under Movement. To realize Pasha, the data-
base needs a novel mechanism and policy for moving data between
partitions and the shared region. The challenge is to ensure that
transactions safely and efficiently read and write data when the
data moves between these regions. For example, if one host tries
to commit a transaction that updates data in its partition while
another host asks to move this data item to the shared region, the
database must resolve the conflict safely. One interesting direction
is to co-design the data movement mechanism with existing access
methods (e.g., a B-Tree index over a shared region) and transaction
protocols to efficiently execute read/write operations while main-
taining transaction semantics. An additional challenge is to design
a novel policy that minimizes the size of data moved between local
DRAM and CXL memory to improve performance.
(2) Software Cache Coherence. The recent report from AMD [23]
and our discussions with industry partners show that the size of
the hardware cache-coherent region could be limited; as a result,
there may be frequent data movement between the shared region
and partitions, leading to performance overheads. To compensate
for a limited region of hardware cache-coherence, the database
should use a software cache-coherence protocol for the remaining
memory capacity. A software coherence protocol explicitly tracks
data in order to minimizes data flushes from the CPU cache back
to CXL memory, and to maximize the probability that needed data
is already in the CPU cache.

While software-based cache-coherence has generally been ex-
pensive [39], we believe a promising direction is to design a software

cache-coherence protocol that assumes a region of hardware cache-
coherence and is tailored to the database (e.g., by using a coarser
granularity than a cache line). For instance, one intuitive idea is to
use the hardware cache-coherent region to store metadata that re-
quires intensive synchronization and the software cache-coherent
region to store and track tuples, which are often larger than cache
lines.
(3) SupportingMVCC.Multi-version concurrency control (MVCC)
is widely adopted in major database products due to its flexibility
of allowing more serializable transaction schedules than traditional
protocols (e.g., a read-only transaction never aborts in MVCC).
Therefore, it is important to support MVCC in Pasha. The key
challenge for supporting MVCC stems from the cost of moving all
versions of a data tuple between partitions and the share region.

To address this challenge, one direction is only moving the re-
quested version to the shared region and selectively moving the
versions that will be useful for future transactions back to partitions.
Therefore, different versions of a data tuple may stay in different
places (i.e., some versions are in the shared region, stored in CXL
memory, while some versions are in a partition, stored in local
DRAM). The challenge here is how to commit a transaction if it
reads an old version of data. For example, a host may read a version
in local DRAM while another host may create a new version in
CXL memory.

Our key insight is that MVCC protocols provide the flexibility
of committing a transaction even when it reads an old version [16].
In MVCC, a write to a data tuple creates a new version instead of
performing an in-place update, so it does not invalidate the old
version, which may be stored in a different place. Additionally,
when a transaction reads an old version from the local cache, it can
still maintain serializability and commit if the MVCC protocol is
carefully designed. The research opportunity, therefore, is to design
an MVCC protocol that can efficiently validate transactions that
read old versions of data and maintain serializability.
(4) Data Partitioning. Previous papers on optimizing partition-
based distributed databases propose data partitioning algorithms
to minimize the number of multi-host transactions and maintain
load balance [18, 40]. However, in Pasha, multi-host transactions
are converted into single-host transactions that access a partition
and the shared region. These transactions will be executed more
efficiently if there are fewer operations to the shared region because
the shared region has higher synchronization overhead and higher
data access costs. Therefore, Pasha necessitates a new class of data
partitioning algorithms that minimizes operations on data in the
shared region while maintaining load balance.
(5) High Concurrency. Concurrency control has been shown to
be the performance bottleneck of shared-memory databases when
it leverages a large number of CPU cores to process a skewed work-
load [50]. The abundant CPU resources of a CXL pod prompt us to
rethink concurrency control in designing databases based on Pasha:
given such high concurrency (e.g., 4608 cores), is it still feasible to
resolve conflicts at runtime? We believe one interesting direction
is to carefully schedule transactions to avoid conflicts, similar to
some transactional memory systems [15, 49], rather than execut-
ing transactions immediately as they arrive and resolving conflicts
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on the fly. The challenge is how to quickly and accurately predict
conflicts between queued transactions and running transactions.
(6) Tolerating Partial Failures. Databases on a CXL pod that
want high availability need to cope with partial failures: a database
process or its associated host fails independently without stopping
progress for the database as a whole. The database should make any
throughput loss from a partial failure proportional to the resources
lost, so if a database is using 32 cores with one thread per core and
it loses a core, throughput should drop by roughly 1

32 . The database
should also minimize recovery time when the failed thread/process
restarts.

One research challenge is that a partial failure may leave in-
memory data structures in an illegal state such as when a process
acquires a latch, partially modifies the lock table, and fails. The
database needs to quickly restore invariants for in-memory data
structures and release latches. An additional challenge is that soft-
ware modules used by the database, like the memory allocator, need
to tolerate partial failures to allow the database as a whole to toler-
ate them. A final challenge is to ensure that transactions processed
on non-failed hosts are not impeded by failures on a different host.
For example, if a host fails in Pasha, we can prioritize recovering
the shared region such that many transactions on the non-failed
hosts can proceed without waiting for the recovery of the partition
owned by the failed host.
(7) Auto-Scaling.Many cloud databases elastically provision re-
sources to accommodate fluctuating workloads (i.e., a varying in-
coming transaction rate), thereby reducing costs for customers with-
out compromising performance [3–5]. Traditionally, auto-scaling
in distributed databases involves replicating data through networks
and adopting a distributed protocol for maintaining transaction
semantics, leading to a long data migration time [25].

To support auto-scaling in Pasha, we consider using CXL mem-
ory to store migrating data and efficiently synchronizing accesses
across hosts to avoid network-based data migration protocols. One
research question for Pasha is how to leverage CXL memory to
quickly migrate data across partitions while processing transac-
tion operations to the migrating data. Additionally, CXL memory
represents a new hardware resource dimension that can scale in-
dependently. Scaling different types of resources (i.e., local DRAM,
CXL memory, CPUs), while achieving the same transaction process-
ing performance, can result in varied costs for different workloads.
One interesting question is how to choose the right type and quan-
tities of resources to scale to address fluctuating workloads while
minimizing costs.

4 Preliminary Results
We want to quantitatively estimate the potential performance ben-
efits of Pasha.
Experimental Setup. We emulate a CXL pod on the machine
described earlier (§2.2) because there are no commercially available
(or hardware prototype) CXL devices that support fine-grained
memory sharing with hardware cache coherence. We run 8 virtual
machines (VMs) on this machine, each with 4 vCPUs and 8 GB local
DRAM, and configure the VMs to share the CXL memory device to
emulate a CXL pod that includes 8machines sharing cache-coherent
CXL memory. The cache coherence across VMs is maintained by
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hardware as the CXL 1.1 memory device is cache-coherent to its
connected physical machine. That means that inter-host coherence
actions in our testbed are faster than they would be on a CXL pod.
Prototype and Baselines. We compare Pasha with a partition-
based distributed architecture and a shared-memory architecture
in a distributed in-memory OLTP database, Sundial [51]. Sundial
adopts a partitioned-based, share-nothing architecture by default,
which we denote Sundial-NET. We develop a variant of Sundial,
Sundial-CXL, which does not use the network and instead leverages
message queues implemented in the CXL memory to communicate
messages across hosts.

In the shared-memory architecture, all data resides in CXL mem-
ory and all hosts synchronize their accesses via hardware cache-
coherent shared memory (denoted Sundial-SHM). In this configu-
ration, even tables that are only ever accessed by a single host are
still stored in shared CXL memory. Finally, we implement Pasha
by sharing the data that will be accessed by multiple hosts in CXL
memory (i.e., the shared region of Pasha) and partitioning the rest
of the data (which resides in local DRAM). We denote this con-
figuration Sundial-Pasha. Note that our implementation of Pasha
does not support dynamic data movement. Therefore, the data from
shared tables is moved to the shared region before starting a test.
All approaches use two worker threads for transaction processing.
Workload.We test two stored procedures, NewOrder and Payment,
from the TPC-C benchmark [10] as the other three stored proce-
dures are not supported in Sundial. Our test uses 50% NewOrder
and 50% Payment. For Sundial-NET and Sundial-CXL, all the tables
except ITEM are partitioned based on the warehouse ID while ITEM
is replicated at each host because it is read-only and cannot be
partitioned, which is the configuration adopted by Sundial [51]. For
Sundial-SHM, all tables are stored in CXL memory. For Sundial-
Pasha, the database shares the tables to be accessed by multiple
hosts in CXL memory while the other tables are either partitioned
or replicated (i.e., ITEM). We use 8 warehouses, with each warehouse
assigned to a specific host.
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Results.We measure the overall throughput of TPC-C with vary-
ing percentages of multi-warehouse transactions. In the default
TPC-C setting, 10% of NewOrder and 15% of Payment access mul-
tiple warehouses (i.e., multi-warehouse transactions), which are
multi-host transactions for Sundial-NET and Sundial-CXL in our
experiment setup. We vary the two percentages proportionally.

The results in Figure 3 show that when there are no multi-
warehouse transactions, Sundial-Pasha achieves the same per-
formance as both Sundial-NET and Sundial-CXL since these ap-
proaches perfectly partition the data and store them in local DRAM.
Sundial-Pasha has a 1.4× higher throughput than Sundial-SHM
(with 0%multi-warehouse transactions) because Sundial-SHM shares
all data in the CXL memory and suffers from a higher latency for
memory access. As we increase the ratio of multi-warehouse trans-
actions, the throughput of both Sundial-NET and Sundial-CXL
drops significantly due to the overhead of inter-host communica-
tion of transaction execution and 2PC. For example, with 60% of
NewOrder and 90% of Payment being multi-warehouse transactions,
the database needs to send or receive 3.6 network messages, on
average, for each transaction.

The throughput of Sundial-Pasha drops because the CUSTOMER
and STOCK tables will be accessed by multiple hosts, so we move
them to the shared region, which is stored in CXL memory. Nev-
ertheless, Sundial-Pasha still has 1.1× higher throughput than
Sundial-SHM because Sundial-Pasha partitions the other tables. In
addition, Sundial-Pasha only migrates 58% of the data generated by
TPC-C into shared CXL memory, and subsequently reduces the syn-
chronization overhead across hosts while Sundial-SHM shared all
data in all tables. If the database supported dynamic data movement
between the shared region and partitions, then the full CUSTOMER
and STOCK tables would not need to be in shared CXL memory. We
leave this research challenge (§3.2) for future work. In addition,
supporting dynamic data movement will allow the database to store
much less data in the shared region and further reduce the over-
head of CXL memory access and increase transaction throughput.
Sundial-Pasha has up to 5.9× and 1.6× higher throughput than
Sundial-NET and Sundial-CXL, respectively, (i.e., the case with 60%
of NewOrder and 90% of Payment being multi-warehouse transac-
tions).

5 Related Work
We now place our work in the context of prior research.
Databases over CXL Memory. Many papers consider optimizing
databases using CXL memory [11, 13, 28, 38] such as elastically
allocating CXL memory [28] or leveraging it for data shuffling [13].
One paper considers mapping an SSD to the memory address space
through CXL protocols and adopts hardware-based optimizations
(e.g., (de)compression) when databases interact with this memory
address space [29]. Two papers discuss the research opportunities
of building databases over CXL memory [22, 30], but none of them
consider a new database architecture for CXL memory.
Partition-based Distributed Databases. Traditional distributed
databases adopt a shared-nothing architecture, where data is parti-
tioned across multiple hosts. Their performance degrades quickly
when the number of multi-host transactions increases due to the
high cross-host communication cost and 2PC [17, 24, 36, 42]. Many

papers optimize this shared-nothing architecture by eliminating
or reducing the number of multi-host transactions [18, 34, 37, 40],
optimizing concurrency control protocols [26, 35, 51, 55], or elimi-
nating or reducing the cost of 2PC [32, 33, 43]. However, this line
of research leverages networks to coordinate and synchronize con-
current accesses and committing transactions, introducing a high
overhead compared to a single-node shared-memory database.
Cloud Databases and RDMA-based Databases. The storage-
disaggregated database architecture has been adopted by many
cloud vendors [12, 19, 44]. Its performance bottleneck is the single
primary node for processing read-write transactions. Therefore,
several products and papers address this limitation by scaling the
primary node to multiple nodes, including Oracle RAC [8], Tauras
MM [20], and PolarDB-MP [48], using RDMA networks, similar to
research on RDMA-based distributed databases [46, 52, 53, 57]. The
common architecture is having each host read/write data stored in
the RDMA-connected shared memory to avoid multi-host transac-
tions and optionally cache data in local DRAM to reduce commu-
nication cost. Our research, instead, is based on a CXL pod, a new
hardware setup with higher performance, and proposes a novel
database architecture that prior research did not consider.

6 Conclusion
In this paper, we propose Pasha, a new database architecture for
CXL pods, and discuss the research challenges for realizing Pasha.
Pasha takes advantage of both partitioned and shared database
architectures for scaling databases on the CXL pod. Our prelimi-
nary results on a prototype in-memory database show that Pasha
has up to 5.9× and 1.4× higher throughput than a partition-based
shared-nothing architecture and a shared-memory architecture,
respectively.
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